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Background & Objective: This study aims to explore the perceptions of undergraduate
medical students and faculty members regarding their knowledge of Artificial Intelligence (Al),
the integration of Al into medical education, and the ethical issues associated with its use..

Materials & Methods: A cross-sectional survey was conducted among undergraduate medical
students and faculty of the College of Medicine and Health Sciences, National University,
Oman. The study used a questionnaire previously validated by authors of a Canadian study.

Results: A total of 271 medical students and 22 faculty participated in the study. The majority
of the students showed unfamiliarity with the technical terms of Al. 56.8% of them believed
that Al would impact their choice of specialization in the future. Many students and faculty
expressed concerns about the ethical and social challenges posed by Al. They emphasized the
need to incorporate Al and ethics into medical education in Oman to train better and prepare
medical professionals for an Al-powered healthcare system.

Conclusion: Medical students in Oman seem to be enthusiastic about Al, which is currently in
the spotlight. However, they lack proper knowledge of Al, which limits their understanding and
usage of the technology. Both undergraduate students and faculty members recognize the
growing importance of Al in healthcare and support the inclusion of Al and ethics education in
the medical curriculum. Hence, incorporating Al-related topics in medical education can be a
promising start.
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Introduction

Artificial Intelligence (Al) simulates human intelligence,
solves problems, and performs speedy calculations and
evaluations based on previously assessed data [1]. It can
perform automated tasks without requiring every step in
the process to be explicitly programmed by a human [2].
Machine Learning (ML), a subset of artificial
intelligence, uses algorithms that distinguish patterns in
data without explicit programming. Deep Learning (DL)
is a branch of machine learning that uses artificial neural
networks as algorithms to learn from data and make

predictions or judgments. It is especially helpful for tasks
like audio and image recognition [3]. The
groundbreaking technology of AI has increasingly
infiltrated numerous fields, including industries such as
agriculture, manufacturing, fashion, and sports, with
healthcare and the medical system being significant
among them [4]. Artificial intelligence has emerged as a
powerful tool in the medical field, revolutionizing the
health industry and enhancing patient care. The nexus
between artificial intelligence and medicine has aroused
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both excitement and fear in the medical community in
recent years. Thus far, Al has impacted a range of health
specialties like radiology, neurology [5-7], pathology
[8], dermatology [9], surgery [10], and cardiology [11].
It has supported a wide range of activities that include
disease diagnosis, clinical decision-making, and drug
development. Al is also recommending personalized
medicine and therapy for patients with comorbid
conditions [12, 13]. ML has also been used in various
ways within the medical field to analyse neuroimaging
data, aiding in the early detection, prognosis, and
treatment of brain disorders [14].

Requisite knowledge of Al is crucial to prevent misuse
and ensure its effective deployment [15]. This highlights
the necessity for our healthcare leaders and future
clinicians to be aware of the potential applications and
limitations of AI and ML. Physicians who lack this
knowledge may deliver substandard results for their
patients due to their inability to select and incorporate
these technologies appropriately in patient care situations
[16].

A key platform for educating and training medical
professionals is to integrate Al-based competencies into
the undergraduate curriculum. The reason this is not
addressed is the constantly expanding curriculum and the
lack of qualified faculty to teach new subjects effectively
[17].

The paths of current medical education and Al are
expected to intersect in the foreseeable future. To
adequately prepare students for the coming era, medical
school faculty members need to embrace these
technological innovations with open minds. A study
conducted by Pinto Dos Santos et al. assessed the views
of 263 medical students from three major universities in
Germany and found that the majority agreed that Al
should be included in medical training [18]. A study by
Sit et al found that most respondents believe Al will be
crucial in healthcare and that learning Al would benefit
their careers [ 19]. With the crucial need to familiarize the
medical students with Al and ML, various institutes
globally offer courses on these topics [20].

Al holds great promise for transforming the healthcare
sector, but it also brings a myriad of ethical
considerations that require careful navigation to ensure
patient safety, privacy, and equity. Concerns surrounding
Al have sparked a rush toward "AlI Ethics," focusing on
how the technology can be developed and implemented
ethically [21-23].

The World Health Organization (WHO) believes Al can
greatly benefit public health and medicine but stresses

the need to address ethical challenges first [2]. Al faces
several challenges, including patient privacy, data
protection, medical consultation, social gaps, empathy,
informed consent, and the impact of automation on
employment [24-26].

Hence, before Al is integrated into practice, it is highly
important to consider the ethical implications [27,28].
Studies show that Al advancements discourage medical
students from pursuing certain specializations due to
fears of being replaced [29].

A study conducted at Sultan Qaboos University in Oman
reports that the healthcare system at the primary,
secondary, and tertiary levels underwent a digital
transformation, becoming fully digitized between 2008
and 2009.

The authors also mention that there is an ongoing
discussion to introduce an Al-oriented learning objective
in the medical curriculum at both the undergraduate and
postgraduate levels in Oman [30].

As Al transforms medical practice, focus is on preparing
the workforce and understanding the views of physicians
and students [12]. The need is particularly critical in the
present circumstances to know the outlook of medical
students regarding the use of Al in medicine. This study
aims to understand the knowledge and ethical concerns
of medical faculty and students regarding artificial
intelligence in the field of medicine in Oman and their
perceptions on the integration of Al training into the
medical curriculum. These aspects of Al in healthcare
have been analysed only to a limited extent in Oman, and
this study seeks to address the current gap in the
literature.

Materials & Methods

Design and setting(s)

This cross-sectional study was carried out at the College
of Medicine and Health Sciences, National University of
Science and Technology (COMHS, NU), Oman, from
September 1, 2022, to May 31, 2023.

Participants and sampling

The study was conducted among the medical students
(from Doctor of Medicine Year 1 (MD1) to Doctor of
Medicine Year 4 (MD4)) and the faculty members. All
the students from MDI1 to MD4 in the preclinical years
of study were invited to participate via in-class
announcements and emails.

This was an observational study that valued the
anonymity and autonomy of each participant. To ensure
confidentiality, no email address or name was included
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in the study. It was ensured that the privacy of each
participant was adequately protected. Informed consent
was taken from all the participants before completing the
survey.

Inclusion criteria: All the preclinical students and the
faculty of the college were included.

Exclusion criteria: The clinical students, those who did
not consent to participate, and those who did not
complete the entire survey were excluded from the study.
Convenience sampling was employed for the study. The
estimated sample size for the study was 235. Out of a
total of around 600 students registered in the preclinical
phase of the MD program, 271 students consented to
participate in the study.

The response rate for student participants was 45%. All
faculty members at COMHS, NU were also requested to
participate in the study via in-person invitations. The
response rate for faculty members was 29%.

Tools/Instruments

The study instrument used was the survey developed and
validated by the authors of a study done in Toronto,
Canada, titled 'Medical Artificial Intelligence Readiness
Scale for Medical Students' [31]. A version of the same
questionnaire that was adapted and used in the Asian
context [13] was used for the survey in this study. This
questionnaire, which has a Cronbach's alpha value of
0.60, indicating moderate reliability and established face
validity, was used after obtaining permission from the
authors. The original questionnaire [13] included 28
items across eight sections. However, corresponding to
the objectives of the current study, the authors included
16 survey items (across four sections). Face validity was
established. The questionnaire was scrutinized by the
authors for changes in terminology wherever applicable
for its suitability according to the geographical and
cultural context. Pilot testing was carried out for around
10% of the estimated sample size (20 respondents).

Data collection methods

The study data were collected through two survey
methods - online and paper-and-pencil.
The questionnaire focused mainly on analyzing four
domains, which include Knowledge of Al Impact of Al
on Medical Profession, Al ethics, and lastly, the need of
including Al in medical education.

Data analysis
Data obtained were analysed using IBM's statistical
package for the social sciences version 29. Descriptive

statistics were employed to analyse participants'
responses to survey items. Reliability analysis was
carried out using Cronbach's alpha to assess internal
consistency. The Kolmogorov-Smirnov test was used to
test normality. Non-parametric tests such as the Kruskal-
Wallis and the Wilcoxon Signed Rank tests were used to
analyze differences. The Spearman's Correlation method
was employed to interpret the association. Linear
regression analysis was also carried out to explore the
strength of association and to investigate the various
predictive factors that may impact the perception of
participants regarding Al in medical education

Results

Survey results are discussed in two sections: students and
faculty.

Two hundred seventy-one medical students participated
in the study. 88.6% (n =240) were females and 11.4% (n
= 31) were males. The average age of participants was
20.60 years (SD = 1.89).

All students were from the preclinical years. 29.5% (n =
80) were from MDI1, 10.7% (n = 29) were from MD2,
34.3% (n=93) were from MD3 and 25.5% (n = 69) were
from MD4. Cronbach's Alpha value for the survey
questionnaire used was 0.608, indicating moderate
reliability. The results of the Kolmogorov-Smirnov test
indicated that the data were not normally distributed (p <
0.001) for all test items, leading to the use of non-
parametric tests for further analysis. Participants'
responses to the survey items are shown in Figure 1.
Students reported unfamiliarity with the technical terms
commonly associated with artificial intelligence,
including machine learning (25.1%), neural network
(45.7%), deep learning (35.4%), and algorithms (35.8%).
Around 51.6% of participants felt that Al would reduce
the number of jobs available to them, especially in
certain specialties (56.8%), and had also impacted their
choice of specialization (36.9%).

Students also believed that Al in medicine would raise
new challenges in ethical (75.7%), social (73.8%), and
health equity (66.8%) domains. A majority of
participants (65.7%) were unsure if the current
healthcare system was adequately prepared to deal with
Al-related challenges. Participants also felt the Al
competencies should be included in medical training
(63.5%) and that all medical students should receive Al-
related training (64.2%). A majority of participants
(55.4%) felt that training in Al competencies should
commence at the undergraduate level.
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Figure 1. Student response to survey items.

Participant responses were also analysed based
on  four domains: D1- Knowledge of Al, D2- Impact
on the Medical Profession, D3- Al Ethics, and D4- Al
and Medical Education. Correlations among domains are
shown in Table 1.

Significant correlations are seen. Knowledge of Al is
strongly related to the preference for Al competencies to
be included in medical education.

Understanding the various aspects of artificial
intelligence, machine learning, and deep learning is
strongly associated with participants' inclination towards
Al training. Perceptions of the ethical implications of Al
applications are also closely related to professional
expectations and academic competencies.

Awareness of potential risks in the ethical, social, and
healthcare domains enhances the openness of
participants to the inclusion of Al-based competency
training.

In addition, a preference for including Al competencies
as part of undergraduate medical education is related to
participants' knowledge of AI and perceived ethical
implications in future medical practice.

Table 1. Correlations among study domains for students

Variables D1 D2 D3 D4
D1 1 -0.063 0.062 0.188**
D2 -0.063 1 0.343%* 00.058
D3 0.062 0.343** 1 0.266**
D4 0.188%** 0.058 0.266** 1

Note: Spearman's correlation analysis was used to explore the association
among study domains for students. ** p <0.01.

Abbreviations: D1, Domain 1; D2, Domain 2; D3, Domain 3; D4, Domain 4; p,
probability-value.

Regression analysis, as illustrated in Figure 2, indicates
that students' perceptions of Al in medical education are
moderately predicted by their beliefs about the impact of
Al on the medical profession (R? = 0.352), the ethical
implications of Al for future medical practice (R* =
0.469), as shown in Figure 3, and their preference for
including Al in competency training (R? = 0.380), as
shown in Figure 4.

These results highlight students' willingness to adapt to
the changing landscape of healthcare delivery in this
digital era and the need for preparedness regarding Al-
based competency training.
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Figure 2. Regression analysis -student belief on impact of Al on medical profession.
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Figure 3. Regression analysis- student responses on ethical implications of Al
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Figure 4. Regression analysis- student preferences for Al in medical training

Results on the Kruskal-Wallis test indicate that a
significant difference exists among the participants'
perceptions relating to D2- Impact on the Medical
Profession (p =0.007). Analysis suggests that students in
the earlier years of study (MD1 and MD2) perceived a
greater impact of Al on the medical profession (including
the availability of jobs, choice of specialty) when
compared to students in the later years of medical
training (MD3 and MD4).

Twenty-two faculty members participated in the study.
27.3% (n = 6) were females and 72.7% (n = 16) were
males. 31.8% (n = 7) were from clinical specialties and
68.2% (n = 15) taught basic sciences.

The Kolmogorov-Smirnov test indicated that the data
were not normally distributed (p < 0.001) for all test
items, which necessitated the use of non-parametric tests.
Participants' responses to the survey items are shown in
Figure S.
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New challenges in health equity

New Social challenges
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Figure 5. Faculty responses to survey items.
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A majority of faculty members were aware of the various
terms associated with artificial intelligence, including
machine learning (86%), neural network (59.1%), deep
learning (59%), and algorithms (72.7%). 50% of faculty
members believed that Al would not reduce the number
of available jobs but felt that this impact may be for
certain specialities (63.6%). Participants thought that Al
in medicine would raise new challenges in ethical
(81.8%), social (90.9%), and health equity (81.8%)
areas. Around 63.6% of faculty members felt that the
present healthcare system is not fully equipped to cope
with the challenges related to Al. A majority of faculty
members (81.8%) felt that medical training should
include training on Al competencies and that this training
should commence at the undergraduate level (77.3%).
Participant responses were also analysed based on four
domains: D1- Knowledge of AI, D2- Impact on the
Medical Profession, D3- Al Ethics, and D4- Al and
Medical Education. Correlations among domains are
shown in Table 2.

Table 2. Correlations among study domains for faculty

Variables D1 D2 D3
D1 1 0.122 -0.147
D2 0.122 1 0.087
D3 -0.147 0.087 1
D4 0.161 -0.324 -0.080

Note: Spearman's correlation analysis was used to explore the association among
study domains for faculty. No statistically significant correlations were found
at p <0.05 level.

Abbreviations: D1, Domain 1; D2, Domain 2; D3, Domain 3; D4, Domain 4; p,
probability-value.

No significant correlations are seen among survey
domains for faculty members. However, a negative
relationship was found between knowledge of Al,
perceived ethical implications, and the preference to
include Al competencies in medical education.

Results on the Kruskal-Wallis test indicate that no
significant difference (p = 0.778) exists in responses
among faculty from different departments.

Results on the Wilcoxon Signed Ranks test indicate no
significant differences in the responses on the survey
domains and total score (p = 0.249) among students and
faculty members.

Discussion

Al has revolutionized the healthcare system, emerging as
a transformative force that promises unparalleled
advancements in patient care. By utilizing algorithms
based on human intelligence, Al enables the accurate and
efficient completion of various tasks [32]. ML, a subset

of Al relies on algorithms that use pre-calculated data.
In contrast, deep learning represents a more advanced
approach that eliminates the need for such pre-designed
classifications and features [33]. This study aims to
analyse the understanding of these terms among future
clinicians and their training faculty at a medical college
in Oman. Additionally, it will explore the impact of Al
on the medical system, particularly regarding the ethical
issues it raises and the necessity of including Al training
in medical education. The results of this study are
consistent with findings from other surveys on Al
conducted globally, where it was found that over half of
the student respondents were unfamiliar with the various
terminologies of Al, ML, and deep learning [18,29]. The
correlation between the domains also suggested that the
perceptions of Al may vary with their knowledge of the
subject. Unlike students, a majority of faculty members
were aware of most of the terminologies related to Al. A
study done in the UK in 2020 stated that a third of their
medical students had basic knowledge of AI [19].
Another similar study done in 2021 in Ontario showed
that the respondents understood the term Al but were
unfamiliar with machine learning or neural networks
[31]. Similarly, a study done in Germany found relatively
low awareness among medical students regarding Al in
medicine [12]. A study conducted in London involving
98 health professionals from the National Health Service
(NHS) concluded that two-fifths of participants were not
familiar with ML and DL [34]. There is a limited
understanding of Al among healthcare students,
highlighting an urgent need for education and exposure
to these topics [35]. In Canada, research indicated that
medical students in their early years of training held less
favourable views of Al compared to their more advanced
peers. This discrepancy may be attributed to the
increased clinical exposure that occurs in later years,
which can help dispel misconceptions regarding the
clinical utility of Al technology [36, 37]. Our study
aligns with these findings, as students in their first (MD1)
and second (MD2) years perceived a greater impact of
Al on the medical profession compared to students in
their third (MD3) and fourth (MD4) years. This
difference can be attributed to limited exposure in the
earlier years, coupled with a growing realization of Al's
role as students’ progress through their training. A
Nepalian study states that the student perception of Al
improved as they progressed to higher years of study,
which may be due to exposure to social media and news
[13]. A systematic review by Whyte and Hennessy stated
that social media has become one of the most influential
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means of communication and education in today's world
[38]. A study by Nisar et al mentions that both students
and teachers utilize social media as a platform for
communication, learning, and expression of knowledge.
This holds significant potential to improve the function
within educational environments [39]. A survey in the
United States also found that 79.4% of medical students
use social media for learning [40]. These studies suggest
that during their years through the medical college,
students are exposed to a wide range of facts and acquire
knowledge about current situations. This, in turn, may
influence technology-based learning readiness among
students.

Medical students expressed a mix of hope and concern
regarding the role of Al in medicine, which may stem
from their limited understanding of the technology. This
sentiment has also been shared by students in the UK, as
well as by medical professionals from France and the
United States [32, 41]. The concern regarding the
incorporation of Al into healthcare is the potential for the
replacement of health professionals [29]. Similar ideas
were reflected in our medical student participants
expressing their worries about the impact on their choice
of specialization and future employment in healthcare.
This is consistent with a study done in Canada in 2021
with a total of 2167 students across 10 different health
professionals from 18 different universities around
Canada [35]. According to a UK report, 35 percent of UK
jobs may become automated over the next ten to twenty
years [42]. It has been asserted that individuals in the
healthcare industry, particularly those working in fields
such as radiology, pathology, and digital information,
may be at greater risk of job loss compared to
professionals on the clinical side who interact directly
with patients [43]. Postgraduate students are reluctant to
choose careers in these at-risk branches due to the
pervasive belief that these fields may be in danger.
However, the faculty was not more concerned about the
potential reduction in job opportunities in the future but
expressed that it would affect the choice of
specialization.

65.7% of our medical student participants were unsure if
the current healthcare system is adequately prepared to
train them regarding how to deal with Al. The majority
of students and faculty respondents expressed the need to
include Al training in the medical curriculum, preferably
at the undergraduate level. This is supported by a web-
based survey done in Germany, Austria, and
Switzerland, which stated that 88% of their medical
students perceived that their current Al education within

their medical curriculum is insufficient [44]. A study
done in Pakistan in May 2021 stated that the majority of
their participants agreed on the inclusion of Al in medical
schools [45]. Previous research suggests there is a larger
emphasis on Al in higher education, with most studies
focusing on undergraduate over postgraduate students
[31].

In a study by Yang et al., the Waseda-Kyoto-Kagaka
suture no. 2 refined II (WKS-2RII) Al-assisted training
system was used to enhance suturing and ligating skills.
The group trained with experts and AI showed
significantly better technical performance scores than
other groups [46]. In another study, Al-assisted training
notably enhanced simulated surgical skills in medical
students compared to their baseline performance. Al
feedback led to significantly higher Expertise Scores and
better overall performance than expert feedback or
control groups, demonstrating Al's effectiveness in
improving surgical skill acquisition.[47] Medical
students at Duke Institute for Health Innovation
collaborate with data experts to create care-enhanced
technologies for doctors. At Stanford University Centre
for Al in Medicine and Imaging, graduate and
postgraduate students use machine learning to tackle
healthcare issues. The radiology department at the
University of Florida worked with a tech firm to develop
computer-aided detection for mammography. Carle
Illinois College of Medicine offers a course led by a
scientist, clinical scientist, and engineer to teach new
technologies. The University of Virginia Centre for
Engineering in Medicine places medical students in
engineering labs to innovate in healthcare [48,49].
These findings demonstrate the effectiveness of Al-
assisted education in improving students' knowledge and
skill development through in-class sessions, workshops,
student projects, and specialized training courses.

A study by Fares J et al. explains that healthcare systems
in Arab countries, particularly within the Gulf
Cooperation Council (GCC), are complex as they strive
to balance the quality and cost of care, technological
advancement, and the preservation of humanity [50].
Some GCC countries, including Oman, have identified
the integration of Al in healthcare applications as a core
objective of their national vision [51, 52]. These
strategies position Al as a central element in the country's
development and growth. The effective use of Al in
healthcare depends on medical experts' awareness and
understanding of its applications, further emphasizing
the need for Al to be included in the medical curriculum
[53].
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Given that the vast majority of healthcare students
anticipate that Al will be integrated into medicine within
the next five to ten years, it is particularly concerning that
Al is not currently part of healthcare training. The
combination of student interest, perceived impact on the
future, and their self-reported lack of understanding
suggests a significant gap in the current medical
curriculum [54].

This has been observed internationally in previous
studies. By incorporating Al into health care education,
misconceptions and fears about the technology replacing
medical professionals could be eliminated [35].
However, integrating Al into an already crowded
medical curriculum will be a challenge [54]. The study
conducted in Oman concluded that the majority of
participants expressed a strong eagerness to learn about
and apply Al tools, provided that dedicated courses and
workshops are offered and that Al is included in
international guidelines and formal training. In line with
the national vision, there is a pressing need to incorporate
Al into healthcare training and create dedicated courses
and training programs for physicians and medical
students. Additionally, a regulatory and
multidimensional framework outlining stakeholders'
responsibilities, legislation, and logistics for future Al
applications is necessary [30].

Another challenge presented by these new technologies
is the ethical issues associated with their use. The
incorporation of Al in the healthcare system presents
multifaceted ethical challenges that demand meticulous
consideration.

The benefits of using Al in medicine are numerous;
however, some factors can negatively impact the field,
particularly if we remain unaware of them. The
perceived insufficiency of the medical education extends
to Al ethics as well. The majority of our participants,
both students and faculty, expressed concern about the
ethical, social, and health equity challenges associated
with AL

These results underscore the clear need to incorporate Al
into medical education, addressing not only technical
aspects but also the nuanced ethical considerations that
students must navigate [55]. There has already been a
push to increase the general ethical awareness of those
developing Al technology; many prestigious universities
and research centres now explicitly include ethics in their
technical  curricula  to  increase  developers',
programmers', and engineers' capacities for critical
reasoning [56, 57]. The publication by Quinn et al has
suggested some specific ideas for the instruction and

incorporation of Al ethics into medical education [15].
Our research aimed to provide a foundational
understanding of the inclusion of an Al curriculum and
the associated awareness of ethical issues in Oman. This
study may have some limitations. It included
perspectives from the medical personnel of a single
institution in Oman, and the findings may not be
representative of the entire country's healthcare system.
As only a portion of the original survey questionnaire
was used in the current study, this may have contributed
to the moderate reliability value of 0.06. Though global
trends related to Al are increasing and young adults are
greatly exposed to tech-rich environments, those who
have an interest, knowledge, and prior exposure to Al
may have been more inclined to participate in the study.
To facilitate generalizability and to improve external
validity, it is recommended to assess the attitude of
medical faculty and students toward Al and robotics in
other institutions and medical curricula.

Conclusion

In this study, we found that many medical students
lacked detailed knowledge of Al and its applications in
medicine. Yet, they showed a positive attitude and
willingness to use it practically. More than half of the
participants, including both students and faculty,
believed that Al would have a significant impact on their
choice of specialization, careers, and employment
opportunities shortly. A large number of respondents
emphasized the urgent need to include Al training in the
medical curriculum to ensure that future doctors are
adequately prepared to face both the challenges and
opportunities that AI presents. This deficiency in Al
education within medical curricula has also been noted
in various international surveys.

Additionally, our participants expressed concerns
regarding the ethical and social challenges associated
with Al, highlighting the importance of incorporating
hands-on Al training alongside education on its ethical
implications. Therefore, careful and thorough curriculum
changes are essential to provide students with a balanced
understanding of Al's potential benefits, limitations, and
ethical considerations. Both Al and Al ethics must be
combined into medical education to equip students to use
Al responsibly and competently in their future clinical
practice.

Ethical considerations

The study was approved by the institutional Ethics and
Biosafety Committee (NU/COMHS/EBS0032/2022).

J Med Edu Dev

2025:18(3)


http://dx.doi.org/10.61882/edcj.18.3.14
https://edujournal.zums.ac.ir/article-1-2389-en.html

[ Downloaded from edujournal.zums.ac.ir on 2026-01-31 ]

[ DOI: 10.61882/edcj.18.3.14 ]

AI AND ETHICS IN MEDICAL EDUCATION

23

Artificial intelligence utilization for article
writing

No generative Al tools were used in the preparation,
writing, or editing of this article
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